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ARTICLE INFO ABSTRACT
Keywords: This article presents an approach for the automatic semantic segmentation of floorplan images, predicting room
Floorplan boundaries (walls, doors, windows) and semantic labels of room types. A multi-task network was designed to

Semantic segmentation
Graph Convolutional Network
Convolutional neural network
Self-constructing graph

represent and learn inherent dependencies by combining a Convolutional Neural Network to generate suitable
features with a Graph Convolutional Network (GCN) to capture long-range dependencies. In particular, a Self-
Constructing Graph module is applied to automatically induce an input graph for the GCN. Experiments on
different datasets demonstrate the superiority and effectiveness of the multi-task network compared to state-of-
the-art methods. The accurate results not only allow for subsequent vectorization of the existing floorplans but
also for automatic inference of layout graphs including connectivity and adjacency relations. The latter could
serve as basis to automatically sample layout graphs for architectural planning and design, predict missing
links for unobserved parts for as-built building models and learn important latent topological and architectonic

patterns.

1. Introduction

Information about the layout of existing apartments is required for
various applications, e.g. (1) for the generation of as-built Building
Information Models (BIMs) or (2) for the computer-aided generation of
new residential building layouts in the architectural design process. The
necessary floorplans exist for most buildings and contain valuable in-
formation for these areas of application. Nevertheless, especially since
a great share of existing buildings stems from the pre-digital era, the
according floorplans are often only available in raster format. Hence,
a vectorization is mandatory to obtain the underlying information in
a more usable machine-readable format. As a result, it is possible
to subsequently generate an as-built BIM, which contains valuable
information about the general layout including shape and location
parameters of both walls and windows of the building. This represents a
convenient basis for augmenting a model with existing infrastructures,
such as installed electric networks, as, for instance, presented by Dehbi
et al. [1]. This workflow is illustrated in Fig. 1. Given a raster image,
an automatic semantic segmentation of the floorplan as well as an
automatic induction of graphs representing the underlying dependen-
cies is performed (red arrows). The corresponding results represent a
basis for subsequent applications, e.g. the architectural design process
or the generation of as-built BIMs (teal arrows). This approach allows
to avoid the overhead of indoor surveying using traditional methods
such as laser scanning. A similar pipeline to convert a floorplan to a
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3D scene has been presented by Vidanapathirana et al. [2], however,
they only focus on the second part of the pipeline, i.e. vectorizing
the input layout building, and, hence, used manually labeled ground
truth data as input. Nevertheless, for a complete application a semantic
segmentation of the floorplan image is necessary, and the quality of the
segmentation highly influences the quality of the subsequent steps. The
main contribution of our article lies in establishing this missing link and
filling the gap towards a complete vectorization pipeline based on an
accurately segmented scene.

The automatic interpretation of such plans is an intense field of
research. Initial approaches addressing the semantic segmentation of
floorplan images were primarily based on handcrafted features and
heuristics (e.g. [3-5]1). Due to lacking stability and generality under
different and various circumstances, deep learning approaches are in-
creasingly used to handle the diversity and complexity of floorplans
(e.g. [6,71). Nevertheless, these approaches show deficiencies in de-
tecting specific room classes, e.g. balconies, which are particularly
challenging due to their high variety in shape and geometry. This
is attributed to their different styles often characterized by very thin
boundaries on the one hand or to the challenging environments with
different wall thicknesses and irregular and round wall shapes on the
other hand. Additionally, further disturbing symbols, e.g. a compass,
are falsely classified as walls which has been identified as one main
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Fig. 1. Semantic floorplan segmentation as prior for both (a) architectural design and (b) generation of as-built BIMs.
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Fig. 2. Different floorplans (top) and the corresponding segmentation results from our network (bottom).

problem by Zeng et al. [6]. Although different types of networks
were previously investigated, the efficient incorporation of long-range
relations beyond the local dependencies, i.e. neighboring pixels, to
extend the receptive field is not yet addressed in a satisfactory manner.
This is, however, of high interest in the context of the built environ-
ment characterized by not only locally repetitive structures but also
globally propagated patterns. Hence, incorporating these information
in a convenient way is a promising approach to enhance the result of
the semantic segmentation of floorplan images. To this aim, this article
presents an approach that overcomes the deficiencies encountered in
previous approaches by designing a multi-task network combining
a Convolutional Neural Network (CNN) with a Graph Convolutional
Network (GCN). The latter can succinctly represent latent relations
between not necessarily neighboring objects and, hence, encode long-
range dependencies. Instead of relying on manually engineered and
built graphs for the GCN module, we establish the missing link to
a pre-attached CNN module by automatically inducing the required
input graph for the GCN. This has been performed following the spirit
of Liu et al. [8], who introduced a Self-Constructing Graph (SCG)
Convolutional Network for the semantic labeling of remotely sensed
urban scenes.

In our approach, the incorporation of the SCG module for tackling
one of the segmentation tasks turns out to be a key step leading to a
successful semantic interpretation of floorplans superior to the state-of-
the-art methods. Some exemplary floorplans interpreted by our method
are shown in Fig. 2. The semantic segmentation of walls and windows
overcomes deficiencies from preceding approaches even in challeng-
ing arrangements. In particular, the network is capable of handling
round and irregular shapes, walls of different thickness, floorplans with
multiple stories, balconies and other symbols like compasses.

To successfully handle the geometry as well as the semantics of
an underlying floorplan we designed a multi-task network solving the

problem at hand in a two-branched fashion as shown in Fig. 3: Two
parallel tracks are followed to infer both the boundaries and interior
structures. The latter are semantically interpreted as room types, e.g.
living room or bedroom. The room boundaries are further refined dif-
ferentiating between openings (doors and windows) and the enclosing
walls.

The second aforementioned possible application, i.e. the generation
of building layouts, requires additional processing of the semantically
segmented images. It often relies on a bubble diagram, which builds
upon a graph structure: The nodes represent rooms and the edges the
connections between them. Based on such diagrams and in combina-
tion with a probabilistic modeling utilizing a Bayesian Network, it is
possible to perform a computer-generated design process [9]. Other
approaches use Mixed Integer Quadratic Programming (MIQP, Wu
et al. [10]) or Deep Learning [11] for the generation of building
layouts. Learning-based approaches benefit from a larger database and
an exhaustive background knowledge, thus, an automatic extraction
of information from raster images is desirable to support the learning
process. Hence, beyond the geometric and semantic aspects, we address
the topological relations between the underlying interpreted structures
by automatically retrieving such layout graphs.

The remainder of this paper is structured as follows: Section 2
presents an overview of the related work. Section 3 gives insights
into our proposed method where the designed network architecture
is introduced as well as the loss function and the training process
are described. Section 4 discusses the performed experiments and the
achieved results, in addition the results of ablation studies are pre-
sented. In Section 5 we introduce one of the possible applications
of the segmented floorplans, namely building a knowledge base for
the automatic design of new buildings by inducing connectivity and
neighborhood graphs. Additionally, a deeper discussion of the results,
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Fig. 3. Overview on our two-branched approach for the semantic segmentation of floorplans.

limitations and the influence of the quality of the annotated ground
truth data is provided. We summarize the paper and give an outlook to
future research in Section 6.

2. Related work

Architectural floorplans play a prominent role in several fields such
as real estate or furniture and interior space design. The semantic
interpretation of such drawings recognized a rapid and important
evolution. The early methods tried to perform a bottom-up semantic
segmentation of walls and openings by detecting low-level features and
geometric primitives such as lines in the underlying floorplans [3,12-
14]. Another method by Ryall et al. [15], for instance, aimed for
identifying partially or fully bounded regions based on their centers
and an according pixel assignment using a proximity metric in a semi-
automatic fashion. Most of the mentioned approaches are heuristically
guided for the identification of the underlying low-level features and
primitives, which often leads to inaccurate results. Machine learning
opened up new opportunities to renounce heuristics and automatically
learn biased geometries [4,16,17].

In order to tackle the high diversity and variety of floorplans, the
semantic segmentation took profit from the increasingly emerging deep
representations. In this context, several deep learning methods, e.g.
Convolutional Neural Networks (CNNs, e.g. [6,18-21]), Generative Ad-
versarial Networks (GANSs, e.g. [7,22,23]) or Fully Convolutional Net-
works (FCNs, e.g. [24-26]) have been applied to avoid heuristic-based
assumptions. Recently, networks utilizing attention modules played
an increasingly prominent role [27-29]. In this context, Yang et al.
[30] applied attention in combination with Graph Neural Networks
for floorplan segmentation. Wen et al. [31] proposed a multimodal
segmentation network (OCR) to additionally extract texts and added
a subsequent vectorization step. Some approaches focus on using deep
learning methods for specific tasks in the context of floorplans, e.g. to
detect and recognize text [32] or to semantically segment the walls in
historical floorplans of Versailles [33]. For more deep learning methods
in the field of automatic floorplan analysis, the interested reader is
referred to Kim [34] or Pizarro et al. [35], who provide an overview
and evaluation of existing approaches.

As yet, Deep FP published by Zeng et al. [6], DLAK-GAN introduced
by Zhang et al. [7] and Offset-GA proposed by Wang and Sun [27] test
their approaches extensively and represent the state-of-the-art methods
in the field of semantic segmentation of floorplans. Hence, we com-
pared the results of our experiments with these approaches. Zeng et al.
[6] introduced in Deep FP a room-boundary guided attention module
within a multi-task CNN to improve the performance of the seman-
tic segmentation task by capturing and exploiting spatial information
between the walls and the according room types. Zhang et al. [7]

combined GANs and direction-aware kernels into DLAK-GAN to achieve
better results. Wang and Sun [27] proposed a new Offset-Guided Atten-
tion mechanism aiming to improve the semantic consistency within the
rooms. All of these approaches demonstrated their outcomes based on
the Rent3d (R3D) [36] and the R2V [18] datasets. We used the same
datasets to ensure comparability. The corresponding benchmark intro-
duced by Liu et al. [18] demonstrated the feasibility of combining CNNs
for the identification of floorplans’ junctions and Integer Programming
to vectorize the input drawings. This method is, however, not able to
deal with non-rectilinear structures.

Our approach draws upon the ideas of self-constructing graphs
(SCG) which have been introduced by Liu et al. [8] for the semantic
labeling of urban scenes based on remote sensing data. This method
has been expanded by the same authors leveraging multiple views to
exploit rotational invariances in airborne images in an explicit way
[37]. In the context of SCG, Zi et al. [38] incorporated an attention-
mechanism to acquire possible correlations between different channels
in remote sensing images (SGA-Net). However, to the best of our
knowledge, this is the first demonstration of the impact of adapting
these recent self-constructing graphs for the semantic interpretation of
architectural floorplans. Our method differs from existing approaches
as we propose a novel architecture for a multi-task network combining
the strengths of a CNN on the one hand and graph networks using
SCG and GCN on the other hand, which allows for outperforming the
state-of-the-art methods.

The generation of floorplans can be performed with multiple dif-
ferent methods, e.g. applying Mixed-Quadratic Linear Programming
(MIQP, Wu et al. [10]) or again deep learning [11]. Luo and Huang [39]
use an adversarial generative framework to generate floorplans while
utilizing a self-attention mechanism for explicitly capturing interrela-
tions of rooms. The importance of layout graphs for the generation of
building layouts is evident and the results of our semantic segmentation
can be used for retrieving them. To generate layout graphs, Lu et al.
[40] applied a combination of semantic neural networks with a post-
processing algorithm for room segmentation to infer neighborhood
information. In this context, Moradi et al. [41] propose an algorithmic
approach to extract adjacency matrices from floorplans. CB-SAGE, a
network proposed by Verma and Jadeja [42], performs node classifi-
cation on layout graphs, significantly outperforming previous methods
in this domain.

3. Methodology
3.1. Network architecture
Our designed multi-task network consists of two decoder mod-

ules, called WallNet and RoomNet, which share one encoder, as de-
picted in Fig. 4. To automatically extract features from an input
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Fig. 4. Architecture of the presented network: First the input image is passed into a ResNet encoder. Subsequently, the WallNet produces the output for detecting walls and
openings, the RoomNet, consisting of the Self-Constructing Graph (SCG) module and a Graph Convolutional Network (GCN), predicts the room classes. The dotted red lines indicate

skip connections.

floorplan, the encoder is following a ResNet architecture as intro-
duced by He et al. [43], more precisely a ResNet-101. Each de-
coder addresses a different semantic segmentation task: The Room-
Net is designed to predict pixels ¢ € C, from different room types
C, = {living room, bathroom, bedroom, balcony, closet, hall, background},
whereas the WallNet is dedicated to identify pixels ¢ € C, with C, =
{wall, opening, background} (cf. Fig. 3). We opted for a two-branched
architecture combining the strengths of CNN and GCN, which are
elaborated in the following. A proof of the superiority of this design
choice over a single-branch method is provided in Section 4.3.

The WallNet module builds upon a UNet architecture [44], where
the decoder is characterized by a mirrored structure and skip connec-
tions (cf. Fig. 4 dotted red lines). We opted for a CNN as these networks
have proven to yield good results in such tasks. The mirroring allows
for a robust prediction of the pixels in the border of the underlying
image, whereas the skip connections tackle the well-known degradation
problem [43]. Here, we applied ReLU as activation function and used
batch normalization.

The RoomNet on the other hand consists of two consecutive mod-
ules in the context of Graph Neural Networks. The first one is the
Self-Constructing Graph module [8,37]. It allows for an automatic
learning of latent graph structures directly from the floorplan’s 2D
feature map X € R"™? without relying on an a-priori customized
graph representation. This has been generated by the ResNet encoder
in the first step. Thus, n h X w corresponds to the size of the
encoder result and d represents the number of the induced features.
The resulting graph G = (4, X) serves as input which the subsequent
Graph Convolutional Network [45] requires. Herewith, A represents
an adjacency matrix. To avoid over-smoothing, the GCN module is
composed of only two layers. The layers learn new embeddings for the
n nodes by performing convolutions on the underlying graph structure.
In the first layer, a batch normalization is applied and ReLU is used
as activation function. The second layer results in as many features
as room types C,. After a subsequent unpooling step, the prediction
for each pixel from the input image is performed (cf. Fig. 4). The
strength of GCNs can be described as the ability to capture long-range
dependencies in an image. Obviously, this could also be performed
by a large receptive field using, e.g., (1) deeper network architectures
or (2) a bigger kernel size. This, however, often leads to overfitted
models for (1) or a higher number of parameters for (2) leading to a
higher computational complexity. In general, many approaches such
as global pooling could be applied and are also worth of investigation.
We opted, however, for a graph-based approach in order to confirm the
intuition suggesting the suitability of such frameworks for the semantic
segmentation of floorplans.

The SCG module itself consists of an encoder (ENC) and a cor-
responding decoder (DEC) as depicted in Fig. 5, which provides a
closer look into the SCG’s architecture. Based on the feature map

X € R™wxd_ the encoder module ENC computes a new embedding Z
based on Gaussian parameters (u, ) calculated by two distinct convolu-
tional layers respectively. Assuming a centered isotropic Gaussian prior
distribution over the parameters, the latent variables are regularized
taking the Kullback-Leibler divergence between this distribution and
the embedding Z as loss function £, which has to be minimized. In
the subsequent decoder module DEC, the aforementioned weighted and
undirected adjacency matrix A is computed based on an inner product
between the acquired embedding Z. Basically, the decoder performs
a similarity check between the feature vector of each node in the 2D
map. In this manner, the learned weights in A;; between two nodes v;
and v; represent a prior for their similarity and, hence, a connection in
the resulting graph allowing bilateral information sharing (cf. Fig. 5).
To ensure a sound self-similarity, a diagonal logarithmic regularization
is defined as a further loss function L. All in all, the loss function for
the SCG part is defined as:

Lscg < L+ La (€8]

For more details on the SCG module, the interested reader is referred
to Liu et al. [8].

3.2. Loss functions

In order to learn a semantic segmentation in a supervised manner,
datasets with annotated floorplans as ground truth are required. Our
method has been evaluated based on two existing and widely used
benchmarks. The first one is the R2V dataset containing 815 images
which have been labeled [18] and are originally stemming from the
large-scale LIFULL HOME’s dataset' from Japan. The second one is the
R3D dataset composed of 214 floorplan images from London, published
by Liu et al. [36], augmented by additional 18 images located in
New York [6]. While R2V contains mainly rectangular floorplans, R3D
includes also non-linear, round shaped apartments and is characterized
by walls with a high variety of thicknesses. For comparability reasons,
we followed the same splitting ratios into train and test data as per-
formed by Zeng et al. [6] for Deep FP. For R2V, 715 images have been
used for training and the remaining 100 images for testing. Concerning
the R3D dataset, 179 floorplans have been used for training and 53
serve as testing data.

In general, floorplans are characterized by highly imbalanced classes
in terms of both their frequency and sizes, i.e. number of pixels belong-
ing to them. This legitimates the intuition behind using the Adaptive
Class Weighting Loss (ACW, Liu et al. [8]) for both aforementioned
modules, i.e. WallNet and RoomNet. ACW has been designed to deal
with such circumstances and has proven to be superior to other loss

L https://www.nii.ac.jp/dsc/idr/en/lifull/.
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Fig. 5. Schematic overview of the Self-Constructing Graph module, adapted from [37]. Given the feature map X, an Encoder (ENC) and Decoder (DEC) are used to infer a graph

structure.

functions in domains with less frequent classes [8]. The ACW loss is
defined as

Lacw = 77 2, 3, (i -y = logtmeand | & C)) @
ieY jeC

for each pixel i € Y and each individual class j € C. Herewith,

w;; represents a normalized weight which takes imbalances between

individual classes j € C for each batch and in each training step

t€{1,2,...,1,,.} into consideration:

t
w'
_ j -
ij = Z—jeC w; (4 yi + 7, 3

ISy

based on the prediction j;; € (0,1) for a class j at a pixel i € Y and
the corresponding ground truth y;; € {0,1}. Beforehand, the weights
w} can be calculated as iterative median frequency:

median({f]?lj eC)
W= — @
J ff+e
J
where fl’ is the pixel frequency of the class j including all preceding
training steps:

fi= S A7 ®)
J t

To take also negative examples into account, a Positive and Negative

Class Balanced Function (PNC, Liu et al. [8]), incorporating the squared

error e;; = (y;; — J; /-)2 between prediction and ground truth is involved

in Lacw as follows:

l—eij
pi; = e;; —log, Tre. 6)
ij

Further, the dice-coefficient d; as presented by Milletari et al. [46] is
considered for the £,y as well:
d = 2- ZiEY(yij - Vij) @)
T Yy Vi ¥ ey Vi

More details on the adaptive class weighting loss can be found in the
publication by Liu et al. [8].

For the WallNet, the loss Ly, ne is reduced to calculating the
L scw incorporating the three target classes Cy, i.e. walls, openings and
background, and, therefore:

£WallNel = £ACW (8

For the corresponding loss of the RoomNet, however, the loss func-
tions of the SCG module (cf. Section 3.1) are additionally taken into
consideration for the underlying classes C, accordingly:

LroomNet = Lscc + Lacw ©

Hence, the total loss for the multi-task network is defined as a linear
combination of the aforementioned losses:

Elotal =a- £RoomNet +0-a)- £WallNet (10)

4. Experimental evaluation
4.1. Settings and parameters

The presented network was trained on an Nvidia RTX A5000 with
24 GB memory. We used the ADAM optimizer [47] with a learning rate
of 5x107*, a weight decay amounting 2 x 10~ and a batch size of 8 for
training and testing. Moreover, we applied ReLU as activation function
and used batch normalization. In our experiments, a value of 0.5 for the
coefficient « from Eq. (10) turns out to deliver the best results which
corresponds to an equal weighting. The input images have a resolution
of 512 x 512 which is retained for our experiments, allowing us to
capture information on thin lines possibly representing walls or wall
openings. To accelerate the training process, we used as mentioned a
pretrained ResNet-101 as encoder. A total number of 30k training steps
is conducted while evaluating every three epochs in order to maintain
and report the best results. For the comparison with the state-of-the-art
methods based on the two benchmark datasets presented in Section 3.2,
we report the class-wise results from the respective publication.

4.2. Qualitative and quantitative evaluation

Our quantitative evaluation builds upon three standard and com-
monly used metrics: The overall accuracy

Y. ccN;
overall_accuracy = LA], an
jec N J
the per-class accuracy
N;
per_class_accuracy(j) = —, (12)

J

and the mean intersection over union (IoU, cf. Eq. (13)). N ; Tepresents
the number of correctly predicted pixels for the class j € C, whereas
N ; denotes the total number of pixels in the ground truth. While the
per-class accuracy reflects a good class-wise assessment, the overall
accuracy as global metric tends to hide worse results in classes with
a lower number of pixels, which motivates using the mean intersection
over union (IoU) as further global metric for quality assessment. The
mean [oU is calculated over all classes incorporating true positives (TP),
true negatives (TN) and false negatives (FN):

U= — 1P 13)
TP + FP + FN

We extensively compare our approach with the three most success-
ful methods to date for the semantic segmentation of floorplans, namely
Deep FP, DLAK-GAN and OffsetGA. We also investigate the feasibility
of our method compared to a general semantic segmentation network,
DeepLab v3 [48], which deals with image segmentation in a more
general context and without explicitly addressing floorplans.

Fig. 6 presents a qualitative analysis of exemplary floorplans —
limited to the ones published in [7] — and their segmentation results
acquired from the different approaches based on the R3D dataset. Since
for OffsetGA [27] the authors showed different qualitative results they
are not included in this comparison. The results of each method are
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Fig. 6. Qualitative evaluation of the resulting semantic segmentation from our approach (7 & 8) and the state-of-the-art methods DLAK-GAN (3 & 4, Zhang et al. [7]) and Deep FP (5 & 6, Zeng et al. [6]) based on the R3D dataset [36].

The original RGB image and the corresponding ground truth are shown in the two first columns (1 & 2). The * denotes a postprocessing step as first used for Deep FP by Zeng et al. [6] for the according method.
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Overview of the results achieved by different methods without and with applying the postprocessing method from [6]: (1)
DeepLab v3 [48], (2) Deep FP [6], (3) DLAK GAN [7] and our approach. (4) OffsetGA [27] reported only values without

postprocessing.

(a) Results for the R2V dataset.

Without postprocessing

With postprocessing

@ ©))] 3) (€3] Ours @ 2) 3) Ours
Mean IoU 0.69 0.74 0.81 0.77 0.85 0.67 0.76 0.81 0.84
Wall 0.80 0.89 0.84 0.90 0.90 0.80 0.89 0.84 0.90
Door/Window 0.72 0.89 0.83 0.89 0.87 0.72 0.89 0.83 0.87
Closet 0.78 0.81 0.84 0.88 0.88 0.85 0.92 0.91 0.95
Per- Bathroom 0.90 0.87 0.88 0.92 0.93 0.90 0.93 0.94 0.98
class Living room 0.85 0.88 0.86 0.94 0.90 0.84 0.91 0.88 0.91
accuracy Bedroom 0.82 0.83 0.91 0.96 0.97 0.65 0.91 0.96 0.98
Hall 0.55 0.68 0.87 0.84 0.90 0.87 0.84 0.96 0.96
Balcony 0.87 0.90 0.90 0.91 0.95 0.45 0.92 0.95 0.99
Background - - - - 0.95 - - - 0.92
Overall accuracy 0.88 0.89 0.91 0.93 0.94 0.87 0.90 0.92 0.94
(b) Results for the R3D dataset.
Without postprocessing With postprocessing
@ 2 3) (€3] Ours @ 2) 3) Ours
Mean IoU 0.50 0.63 0.74 0.74 0.78 0.44 0.66 0.75 0.80
Wall 0.93 0.98 0.95 0.95 0.97 0.93 0.98 0.93 0.97
Door/Window 0.60 0.83 0.82 0.83 0.88 0.60 0.83 0.82 0.88
Closet 0.24 0.61 0.65 0.71 0.68 0.05 0.54 0.57 0.67
Per- Bathroom 0.76 0.81 0.93 0.90 0.93 0.57 0.78 0.87 0.94
class Living room 0.76 0.87 0.91 0.93 0.93 0.90 0.93 0.98 0.97
accuracy Bedroom 0.56 0.75 0.86 0.89 0.87 0.40 0.79 0.86 0.87
Hall 0.72 0.59 0.80 0.87 0.82 0.44 0.68 0.87 0.88
Balcony 0.08 0.44 0.76 0.83 0.87 0.00 0.49 0.69 0.81
Background - - - - 0.98 - - - 0.98
Overall accuracy 0.85 0.89 0.94 0.91 0.94 0.83 0.90 0.94 0.95

shown with and without applying a postprocessing method as first
published for Deep FP. In this step, a closing operation first removes
noise in the results. Subsequently holes in the predictions are filled,
e.g. clusters of background pixels between the rooms and the wall.
Moreover, a region enclosed by walls and openings, i.e. a room, is
enforced to contain only pixels of one room class. A closer look at Fig. 6
reveals that our method can identify walls and openings even under
challenging circumstances and moreover predict correct room types
which have been misclassified by the other approaches. The semantic
segmentation of walls and windows of our network overcomes defi-
ciencies from preceding approaches even in challenging arrangements
(boxes 2 & 3). Moreover, the superiority of our method in correctly
predicting the room types is shown (boxes 1 & 4).

More detailed class-wise quantitative analyses using the introduced
metrics and including results of OffsetGA [27] are shown in Table 1
based on the R2V and the R3D dataset respectively. For the R2V
dataset, the improvement in overall accuracy amounts 0.03 and 0.02
when post-processing is applied. Taking the per-class accuracy into ac-
count, the results of our network outperform the preceding approaches
in nearly all classes by gaining 0.01 to 0.06 in pixel accuracy. Only
for the openings the result is slightly worse than Deep FP, and for
the living room compared to OffsetGA. The postprocessing improves
the results by up to 0.06. The visual comparison of these numbers in
Fig. 7(a) again shows the substantial improvement, e.g. for balcony and
bedroom, in pixel accuracy. Additionally, taking the global IoU into
account, the gain is consistently 0.04 compared to the best approach
to date, DLAK-GAN. For OffsetGA, no results with postprocessing were
reported, since the authors designed their network specifically to omit
this step. Nevertheless, we conducted the comparison with our re-
sults without postprocessing, since it was performed like that in their
publication.

For the R3D dataset (cf. Table 1b), the overall accuracy is equal
to DLAK-GAN and OffsetGA or slightly higher. Although previous ap-
proaches can yield better accuracies in some classes, the IoU, which

also considers imbalances in the dataset, shows again a substantial
improvement gaining 0.04 without and 0.05 with postprocessing. A
visual comparison of the pixel accuracies can be found in Fig. 7(b).
One of the highest improvements relates to the balconies, which are a
particularly challenging class regarding their different styles and very
thin boundaries. Applying the postprocessing improves our result for
most classes, ranging from 0.01 to 0.06, but it also causes a drop in
the pixel accuracy for closet and balcony, 0.01 and 0.06 respectively.
However, the same pattern can be observed in the results of the pre-
ceding methods, even more significant and also affecting more classes.
Nevertheless, we applied the postprocessing step for two reasons: (1)
To ensure comparability with the other approaches and (2) due to the
substantial improvements with regard to the global quality measures,
i.e. IoU and overall accuracy in the R3D dataset. This also holds for
the per-class accuracy, in the R3D dataset only except for the two
mentioned classes, i.e. closet and balcony, and even for all classes
for the R2V dataset. Hence, despite the drop in the two classes the
postprocessing is in general worth to be applied.

An even broader comparison with, to the best of our knowledge, all
recently published networks that have tested their approaches with at
least one of the two datasets is shown in Table 2. Since for the addi-
tional approaches only the global measures, i.e. overall accuracy and
mean IoU, were reported, the class-wise comparison is omitted. Upad-
hyay et al. [29] reported per-class accuracies, however, since the
network was trained on a different dataset it is not fully comparable.
Again, it can be observed that our approach performs best, in particular
with significant gains of at least 0.04 with respect to the mean IoU.

Overall, our approach achieves substantial improvements, in partic-
ular in challenging classes such as balconies and closets (cf. Table 1a
and b). Furthermore, our results turn out to be markedly better in terms
of global quality measures, in particular the mean IoU. This reflects the
superiority of our approach against the state-of-the-art methods.



J. Knechtel et al.

Table 4

Table 3

Automation in Construction 166 (2024) 105649

Overview on the results on the R3D dataset with our complete
network (1) and only using our RoomNet with the ResNet

Encoder (2).

@ (2)

Mean IoU 0.78 0.73
Wall 0.97 0.89

Door/Window 0.88 0.76

Closet 0.68 0.64

Bathroom 0.93 0.88

Per-class accuracy Living room 0.93 0.95
Bedroom 0.87 0.89

Hall 0.82 0.80

Balcony 0.87 0.75

Background 0.98 0.99

Overall accuracy 0.94 0.93

Per-class accuracy of walls, doors and windows for (1) DeepLab v3 [48], (2) Deep FP

[6], (3) DLAK GAN [7], our approach and our WallNet trained separately (WN).

@™ ) 3) Ours WN

RV Wall 0.80 0.89 0.84 0.90 0.93
Door/Win 0.72 0.89 0.83 0.87 0.91

R3D Wall 0.93 0.98 0.95 0.97 0.98
Door/Win 0.60 0.83 0.82 0.88 0.87
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Fig. 7. Graphical visualization of the quantitative evaluation from the state-of-the-art
approaches and our method.

Table 2

Results for IoU and Overall Accuracy as reported for (1) DeepLab v3 [48], (2) Deep FP
[6], (3) DLAK GAN [7], (4) OffsetGA [27], (5) FPNet [29], (6) VecMultimodInf [31],
(7) VectorFloorSeg [30] and our approach.

@ (2 3 4 (5) (6) (7)  Ours

RV Mean IoU 0.69 0.74 0.81 0.77 - 0.80 0.81 0.85
Overall accuracy 0.88 0.89 091 0.93 - 0.92 0.90 0.94

R3D Mean IoU 0.50 0.63 074 0.74 0.73 - - 0.78
Overall accuracy 0.88 0.89 0.94 091 0.94 - - 0.94

4.3. Ablation study

In this section, first the influence of the two-branched architecture
compared to a single-task network is investigated, followed by a closer
look at the effect of training both branches separately. Additionally, we
modify the split between training and test data of the R3D dataset to
investigate the generalization ability of our network.

Ad-hoc, the task at hand tempts to use a single-branch architecture.
However, the ablation study emphasizes that the use of a single branch,
i.e. the RoomNet with the ResNet Encoder leads to worse predictions
for particular classes, such as openings and walls as can be seen in
Table 3. Moreover, for the balcony class significantly worse results are
reported, possibly due to the poorer recognition of the corresponding

boundaries. Likewise, it would be possible to apply WallNet with the
ResNet Encoder as a single-branch network. That would be, however,
an ordinary CNN which yields worse results as proven in the previous
publication by Zeng et al. [6]. This legitimizes our design decision of
using a two-branch network with a customized branch, i.e. WallNet,
as a more suitable architecture for walls and openings (cf. Table 4)
as this contributed to much better results. It can be stated that our
prediction results of the boundary structures, i.e. walls, doors and
windows, significantly outperforms the method of Zhang et al. [7],
DLAK-GAN, in both datasets already. Nevertheless, they are comparable
with Deep FP with regard to the R2V dataset. The latter demonstrated
that this method is superior compared to state-of-the-art edge detection
approaches. We achieve, however, more accurate boundary results
which even outperforms Deep FP on the latter dataset by training
the RoomNet separately. The results without postprocessing are shown
in Table 4. However, computing both segmentations separately and
combining them afterwards leads to worse global quality measures
compared to a joint training.

To further investigate the generalization ability of our network, we
exploit a specific property of the R3D dataset: Zeng et al. [6] added
additional 18 images stemming from New York to the dataset originally
consisting of 214 images from London. Although the presentation and
drawing of both floorplans are similar, there are significant differences.
First, the New York floorplans consist only of round and irregular
shapes, whereas the London floorplans do not contain any round build-
ings. Second, the housing units also differ with respect to their layout
and the occurrence of certain classes of rooms: E.g., no balconies can
be found in the New York data, but in return, there often exist walk-in
closets that do not appear in the London data in this way. Moreover,
only one hall can be found, which also involves an annotation error.
Hence, the results presented in Table 5 focus on the remaining classes.
It can be seen that the accuracy for the closet class is lower, whereas the
bedroom is detected better. The other classes show only minor changes.
Hence, the network is not overfitting on the London floorplans but
shows the ability to generalize on the images from New York.

5. Applications, strengths and limitations
5.1. Application: Building a knowledge base for automatic building design

As shown in Fig. 1 different applications for the accurately seg-
mented floorplan images exist. For example, learning-based methods
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Fig. 9. Examples of our achieved results: (a) original images, (b) semantic segmentation results of our network. Room types, walls of different thickness and variety, exceptional

door representations and challenging window arrangements can be detected.

Table 5

Overview on the results for the frequently occurring classes
on the R3D dataset with the data split as used in previous
publications (1) and using the modified split by the image

origin (2).
(€Y] 2
Wall 0.97 0.96
Door/Window 0.88 0.87
Closet 0.68 0.62
Per-class accuracy Bathroom 0.93 0.94
Living room 0.93 0.95
Bedroom 0.87 0.92
Background 0.98 0.98
Overall accuracy 0.94 0.94

for the automated design process for new buildings require knowledge
on the topological relations between the underlying structures. This
can be expressed as bubble diagrams or layout graphs. The accurate
results of the semantic segmentation performed by our network allow

for obtaining this knowledge. Fig. 8 exemplarily presents different
retrieved graphs. Given an input image (a) and the result of the
semantic segmentation of our network, a connectivity graph (b) can
be induced. Two nodes, i.e. rooms, are connected if a common door
exists. Adjacency graphs (c) consist of rooms sharing a common wall
accordingly.

5.2. Discussion

The conducted experiments and the comparative evaluation with
the state-of-the-art approaches have shown that our network outper-
forms the preceding works. As depicted in Fig. 9, not only room
types are accurately predicted, but also walls with different thicknesses
and a high variety, i.e. irregular shapes such as parallel or curved
lines, are detected. The identification of challenging door types and
window arrangements has also been successfully addressed. In the
same context, Zeng et al. [6] identified two main problems: Special
room structures, such as double-bended corridors and specific icons,
e.g. compass symbols, which are often falsely identified as walls. Our
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Fig. 10. Inferred layout graphs: Connectivity graphs derived from the ground truth (b) and from the result of our network (c). The red arrows indicate differences.

approach, however, handles both issues (cf. Fig. 9 (1)—(4)). The last
column (5) of Fig. 9 reveals one limitation of our approach. Balconies
in the R3D dataset are often bounded by very thin lines that diverge
from the regular walls. In some cases, boundary lines are not available
at all which makes the semantic segmentation of balconies even more
challenging.

Some peculiarities of the labeled datasets pose additional problems
for the training and influence the subsequent semantic segmentation
of the floorplan images. First, especially in the R2V dataset, the pixels
of a room in the ground truth do not always extend directly to the
surrounding walls. This results in gaps which have been therefore
inaccurately mislabeled as background. Second, the manual labeling
causes inaccurate and inconsistent assignments of labels. These anoma-
lies directly affect the trained model and consequently the prediction
quality. Nevertheless, our method is able to detect and reveal falsely
labeled elements in the ground truth. This is exemplarily depicted using
the retrieved connectivity graphs from Fig. 10 where (b) shows the
graphs derived from the annotated ground truth, whereas (c) visualizes
the corresponding results based on our network. The red arrows indi-
cate inconsistencies between both graphs. In the second example, two
rooms are correctly predicted as bathrooms despite being mislabeled
as living room in the ground truth. In the first and third column, our
network correctly detects a hall although it has not been labeled in
the ground truth. Likewise, the latter example shows an attic which
is not annotated at all. Since our target classes do not include such a
type, the network predicts it as a balcony. The last floorplan shows
a further limitation of our approach: Even if the closets are correctly
detected, they are often handled as one instance although two or more
neighbored closets exist.

6. Summary and outlook

This paper presented an approach for the automatic semantic seg-
mentation of floorplan layouts, following a two-branched strategy
differentiating between the interior and the boundaries of rooms. The
first task distinguished between room types, e.g. living and bed rooms,
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whereas the second further classifies the outlines into walls, doors
and windows. To this aim, we designed a multi-task deep network
combining a Convolutional Neural Network and a Graph Convolutional
Network which beyond local structural relations allowed for further
capturing long-range dependencies. The input graph of the GCN is au-
tomatically learned and provided by a Self-Constructing Graph module
avoiding its manual design. This turns out to be a successful approach
which outperforms state-of-the-art methods based on evaluations using
benchmark datasets. Building upon the highly accurate results, we
automatically derived both connectivity and adjacency graphs which
could serve as prior knowledge for informed sampling of new layouts
based on existing ones. Our method is even able to detect and reveal
falsely labeled room types in the ground truth.

Inducing and collecting such graphs could not only serve as basis
to automatically sample layout graphs for architectural design and
planning, but also to predict missing links for unobserved parts for
as-built building models and learn important latent topological and
architectonic patterns. This represents an ongoing research topic and
will be subject of a future publication. These results further pave the
way for the application of our approach to predict indoor layouts of
existing buildings and, hence, retrieve the according as-built state.
To this end, sparse observations following the spirit of Dehbi et al.
[49], e.g. window locations and the direction of the sun, could be
integrated together with the retrieved topological information from
the aforementioned graphs leading to indoor layout hypotheses which
could be verified in order to get the underlying existing model.

The vectorization of the semantically interpreted floorplans by using
Mixed Integer Linear Programming (MILP) will be subject of future
work to provide a good basis for architectural design and planning
tasks. Moreover, the automatically inferred graph for the GCN could
also easily be augmented by more specific expert knowledge. The im-
pact of such knowledge will also be investigated. Lastly, the successful
application of SCGs for the semantic segmentation of floorplans opens
up new questions in terms of explainability to better understand their
impact. Making the induced latent dependencies from SCG visible and
interpretable is another ongoing research topic.
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