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Livestock production requires a thorough understanding of animal welfare to increase productivity and ensure 
appropriate housing conditions. The expanding availability of consumer-grade virtual and augmented reality 
devices opens new possibilities for precision livestock farming (PLF), where sensor technology traditionally 
monitors real-time animal data. In poultry farming, monitoring each bird individually is often not economically 
feasible due to the large flock sizes. To address this issue, we propose a novel method to evaluate housing 
conditions by focusing on the visual and temperature preferences of domestic chickens, considering these 
factors within a broader environmental context. Chickens perceive light at a wider range of wavelengths than 
humans, which significantly influences their behavior. Additionally, temperature variations, such as heat leaks 
and accumulations, can contribute to stress and negative behaviors in the flock. We developed a device comprising 
smart glasses equipped with specialized cameras to capture thermal infrared, ultraviolet, and visible RGB (red, 
green, blue) light, alongside real-time user position tracking. Points of interest (POIs) can be added to the logged 
tracking data along with captured content. The data collected by the glasses can be used to create virtual tours 
embedded in a 3D model of the barn, providing a comprehensive view of on-site conditions.
We also introduce a streamlined pipeline for building these virtual tours using the Unity game engine, making 
the content accessible for agricultural education. This approach enables users to remotely gain insights into 
the housing conditions of poultry without needing a physical visit, enhancing both learning and engagement in 
animal welfare practices.

1. Introduction

In recent years, the agricultural sector in Germany and Western Eu-
rope has faced increasing demands, particularly in animal husbandry, 
due to a growing social movement emphasizing animal welfare [12]. 
Modern environment control strategies are necessary in livestock pro-
duction for ethical and economic reasons [27]. By introducing new 
technologies and reducing flock sizes in the barns, many farmers are 
improving livestock housing conditions. Especially for chickens, the 
lighting and temperature conditions in the barn are among the most crit-
ical factors for animal welfare [43,8,46]. If the optimal conditions are 
not achieved, productivity decreases, and the animals become stressed, 
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leading to negative behaviors such as feather pecking and cannibalism 
[40,17]. Facing these issues, we aim to introduce new immersive meth-
ods to investigate housing conditions through advanced Mixed Reality 
technology. 
We want to address two different user groups and therefore introduce 
a system consisting of multiple modules. The main idea behind this dis-
tinction and the respective methodology is to keep the count of in-person 
visits in a barn low. In livestock farming, animal welfare is strongly 
related to the animal’s interaction with the farmer and other humans 
[63,61]. Animals show an emotional reactivity to the presence of hu-
mans [24]. Fear of humans can also be a limiting factor in productivity 
[6,7,20]. Different studies in the field of human-animal interaction re-
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vealed that chickens can be habituated to environments with human 
treatment when they experience positive events related to a human vis-
itor from an early age [33,21,22]. However, the way animals perceive 
humans is not only based on previous experiences, but also influenced by 
their environment and housing conditions. Especially in large-scale com-
mercial farms, the space for avoidance and escape is typically very lim-
ited, which can further increase stress levels [28]. A common guideline 
for ethical standards in research involving agricultural animals is the 
Ag Guide [25]. Further ethical aspects in commercial livestock produc-
tion were investigated by Kunzmann [41], Porter [58], and Macer [48]. 
Hemsworth [33] recommends that only trained people should interact 
with farm animals since human behavior can affect animal welfare and 
productivity. Besides the welfare aspects, hygienic precautions for min-
imizing health risks and preventing diseases in the flocks are a major 
challenge, especially for large group visits [66]. We suggest a methodol-
ogy where only one person is needed to visit the barn physically allowing 
to share a video stream to persons outside the barn as well as a post hoc 
localization of events within an off-farm digital map. From an ethical 
perspective, we are called upon to maximize animal welfare by reduc-
ing stress to the animal evoked by persons, especially unknown persons, 
entering the barn, disturbing the animals, and impacting welfare conse-
quences. 
Group A, respectively the expert group, consists of on-site users who 
visit the barn in person, such as farmers, scientists, or lecturers. For 
this user group, we developed a head-mounted device (HMD), leverag-
ing Augmented Reality (AR) technology. Although this general idea has 
already found broad acceptance and use cases in the industry [10], it 
is still not comprehensively investigated in agriculture and animal sci-
ences. The primary purpose of our device, in the following referred to 
as smart glasses, is extending the user’s perception of the surrounding 
environment by augmenting supplementary information related to ani-
mal welfare. To realize this, we make use of a specific type of AR, called 
video pass-through AR. Using this technology, the users see their en-
vironment on the glasses’ screen as a live camera image, contrary to 
see-through AR, where the users directly see their environment, e.g., 
through transparent glasses. One major advantage of video pass-through 
AR is that live streams from the device including its environment are 
possible. While exploring the barn, the user can then switch to an ul-
traviolet or thermal infrared perspective. The glasses track the user’s 
position based on structure from motion. Additionally, the smart glasses 
allow the user to record videos, or save points of interest (POIs). 
Users of group B, the non-expert group, are all users who investigate 
the barn remotely with a computer, such as students or customers. This 
can be realized either by a live stream from the glasses, or by using 
the captured data within a virtual environment. In this context, mod-
ern 3D visualization techniques offer a solution by providing students 
with realistic insights into animal husbandry without the difficulties of 
in-person visits. We propose a pipeline for creating a virtual educational 
tour platform based on captured data from the smart glasses using the 
Unity game engine. The ultimate goal is to provide insights into the con-
ditions within a barn in an immersive virtual environment as a tool in 
agricultural education and knowledge transfer. 
To summarize, this article discusses the development of smart glasses en-
hancing welfare assessments inside the barn, as well as a virtual learning 
platform focused on poultry production and animal welfare, integrating 
3D models with images, and both video and audio data. 
We focus on two main research goals, for which the glasses are supposed 
to be applied, addressing user group A:

1. Temperature Detection: Using the glasses’ thermal imaging sen-
sor, the user should be able to detect temperature differences as 
small as 1 °C. A particular emphasis is set on identifying heat accu-
mulations and temperature leaks within the barn.

2. UV Light Assessment: The glasses should capture and visualize the 
presence of UV light in a barn, even at low intensities, and allow 

the user to identify areas with high UV reflectivity, allowing to de-
termine how UV light may affect chicken behavior.

Addressing user group B, we focus on two more research goals towards 
assessing housing conditions outside the barn:

3. Setup of an Educational Platform: We aim to introduce a toolbox 
for creating a virtual tour through a barn. The virtual tour should 
provide insights into the local facilities and ease orientation by al-
lowing the user to freely move and explore. The whole process of 
setting up the virtual tour should be reproducible by other institu-
tions with reasonable effort.

4. Spatial Linking of Information: Particular emphasis is placed on 
the applicability of a game engine for combining spatial data and 
knowledge in a virtual tour setting. Captured data from the smart 
glasses should be accessible intuitively. Therefore our goal is to 
accurately arrange content within the correct spatial context, and 
display it in an appropriate way, keeping the whole procedure as 
simple as possible for the user.

The subsequent section reviews related work in virtual education en-
vironments and summarizes the current state of research. Section 3
addresses the hardware requirements and setup of the smart glasses. 
Section 4 details the software development process in Unity including 
results of an exemplary virtual tour of the University of Bonn’s scien-
tific farm. Section 5 discusses these results, and the article concludes 
with a reflection on potential use cases for the developed software kit. 
A detailed technical guideline for applying the glasses is proposed by 
Baltzer [4].

2. Related work

The use of virtual 3D environments for education and professional 
training has gained attention in the Geoinformation community over 
the past decade, especially following the emergence of more accessible 
Virtual Reality (VR) glasses starting around 2013-2016. Virtual envi-
ronments are gaining widespread use across various fields, including 
emergency simulations [76,71], critical medication [36,52], and dig-
ital reconstruction of lost architectural heritage [1,3,5,14,29]. These 
applications’ virtual environments share a common characteristic: ac-
cessing their real-world counterparts is often impossible due to possible 
dangers, health risks, or significant costs. Similarly, the use of virtual 
environments in agricultural education helps overcome the challenges 
associated with large group visits to barns, ensuring a safe and stress-free 
environment for both the animals and the visitors. Virtual environments 
are increasingly utilized by professionals to facilitate knowledge trans-
fer, potentially reducing the dangers, costs, and logistical challenges 
associated with real-world training. 
Fiorillo et al. [26] proposed a framework for cultural heritage visual-
ization that focuses on knowledge transfer for beginner-level students, 
incorporating game elements that were designed by more experienced 
students. The interactive tour was made accessible online, providing 
an engaging educational experience during the pandemic years (pri-
marily 2020-2022) when in-person class trips and cultural visits were 
frequently limited. 
Sefercik et al. [65] developed a virtual tour of a university campus in 
Turkey using the Unity game engine. They utilized UAV-based images 
to generate a point cloud in the initial step and a textured mesh model 
in the subsequent step, which could be imported into Unity. Finally, a 
movable first-person player was added to the 3D scene, allowing virtual 
access to the campus. The virtual scene included buildings with pop-up 
windows providing additional information, such as size or usage. 
Keil et al. [39] published an approach to visualize free spatial data in 
immersive 3D environments using game engines. To intensify the com-
munication of spatial information, they used digital elevation models 
and 3D city models from Open Street Map and Open.NRW (open.nrw, 
last access 22.07.2024) and imported them into a Unity project. In addi-
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Fig. 1. User wears the Smart Glasses in a chicken barn on Campus Frankenforst, University of Bonn. 

tion to a common display view, they added a virtual reality capability for 
the use of head-mounted displays. The result was a 3D representation of 
mostly simple spatial information that allowed viewing the desired loca-
tion from all perspectives, creating an improved overview compared to 
common approaches. Virtual reality devices offered additional advan-
tages, especially through the increased field of view and the realistic 
depth effect. 
Caria et al. [15] investigated the use of up-to-date augmented reality ap-
plications in livestock breeding and created a link to the emerging topic 
of precision livestock farming [56]. The authors conducted a study to 
evaluate AR glasses as a tool for augmenting information live while ex-
ploring the barn and were able to point out major advantages for farmers 
in their daily work. The methodology included industrial-grade smart 
glasses by GlassUp (Italian startup company) as the primary compo-
nent for the head-mounted device. Several technical challenges emerged 
during the experiments, providing valuable insights for refining our ap-
proach. One significant finding was that voice commands for controlling 
the device proved problematic in the presence of background noise. The 
controls were shifted to a mechanical dashboard to address this issue. 
Another challenge resulted from lag times of more than 2 seconds be-
tween reality and the captured stream. While Caria et al. [15] make 
use of QR Codes in a marker-based augmented reality approach, we 
want to develop a marker-less system with continuous position track-
ing. Another difference is the choice of sensors. Since Caria et al. [15]
use an RGB camera only, the device depends on a well-illuminated en-
vironment. Our device comprises UV and thermal imaging sensors for 
assessing animal welfare. If, for instance, temperature differences at 
nighttime are supposed to be investigated, the smart glasses can be used 
without the necessity of scaring the animals by sudden changes of the 
lighting. 
The role of computer vision in PLF for welfare monitoring and behavior 
analysis was investigated in a review by Yang et al. [75]. The authors 
summarize different innovative approaches which improve productivity 
as well as animal welfare but also point out open potentials especially for 
VR technology in poultry farming. Further it is stated that most vision-
based methods for welfare analysis are not robust to varying lighting 
conditions. We address this challenge by applying sensors which are in-
dependent from the presence of human-visible RGB light. 
The transition between real animals and their digital twins, and vice 
versa, using AR and similar techniques, was examined in a review by 
Neethirajan and Kemp [54]. The review highlights a distinction between 
the physical environment, where data is generated and captured by sen-
sors, and the virtual environment, which operates on a computer and 
provides information to enhance reality. Among their suggestions, the 
authors recommend thermal infrared sensors to measure animal body 
temperatures, feeding this data into digital twins of the animals. How-

ever, they also note that digital twins in livestock production are a highly 
uncharted topic and lack practical application and evaluation. Addi-
tionally, it is uncertain whether the concept can efficiently transfer to 
poultry, given the relatively large number of sensors required and the 
effort involved relative to the potential benefits. 
Halachmi et al. [30] suggest that technologies using one sensor per herd 
or flock, rather than one sensor per animal, may become more common 
for poultry and other livestock with lower economic value per individ-
ual. Despite these challenges, Neethirajan and Kemp [54] identify high 
potential in improving animal welfare conditions using digital twins and 
related technology. 
Summarizing recent related publications, there is still a high need for 
further scientific work in applying VR/AR technology in livestock farm-
ing. First approaches showed a general applicability and promising re-
sults, but also revealed major issues and research gaps. In our article, we 
focus on the development of smart glasses combining multiple sensors 
with respect to relevant aspects in the welfare of chickens. We addition-
ally highlight the importance of using the technology not only on-site 
but also remotely by suggesting a pipeline to provide the recorded data 
as a virtual tour.

3. Development of the smart glasses

In this section, we describe the setup of our smart glasses, which 
are supposed to support expert users at evaluating housing conditions 
within chicken barns. Syberfeldt et al. [69] conducted a comprehen-
sive review of available augmented reality products and key selection 
criteria. We decided on a head-worn solution to fulfill most of the pro-
posed prerequisites. We developed a device based on Pico 4 VR glasses 
and three different camera modules to record video material while going 
through a barn. The VR glasses feature a pass-through video stream cap-
tured by their built-in cameras allowing the user to move around safely 
while wearing the head-mounted display (HMD). Fig. 1 illustrates the 
glasses in practical application within a barn.

Compared to Caria et al. [15], we use the standard Pico controllers 
to navigate the menu instead of developing an additional physical dash-
board. This feature simplifies the controls, as the controllers are specif-
ically designed for AR applications. It also reduces the amount of hard-
ware needed in the barn. A live image from the chosen additional camera 
is displayed as an overlay on the pass-through stream of the glasses’ 
screens. The user can choose between thermal infrared (IR), ultra violet 
(UV), or the human-visible color spectrum (RGB) with an extended field 
of view (FOV) (cf. Fig. 2). The theoretical background in chicken vision 
leading to the choice of these specific cameras is explained in detail in 
the following subsections. 

Each stream can be recorded after choosing an icon. Additionally, 
the user can take screenshots of each stream and record audio. During 
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Fig. 2. Smart glasses overview including supplementary components. Right side 
contains the sensors; UV - Ultraviolet, IR - Thermal Infrared, RGB - Red Green 
Blue (visible light for the human eye), Micro - Microphone for audio input along 
with all optical sensors.

the recording session, the device uses built-in cameras to track its po-
sition and orientation in a local coordinate system by a structure from 
motion algorithm [57], which is based on visual pattern detection. The 
Pico 4 application responsible for the tracking was created using Unreal 
Engine. It establishes a wireless local area network (WLAN) connection 
to a Raspberry Pi mini computer, which works as an interface between 
the VR glasses and cameras. The Raspberry Pi contains the necessary 
drivers, and hosts a dashboard on a local server, offering all camera 
controls. 
The basic system configuration aligns with [47], who proposed a mobile 
augmented reality application for agriculture consisting of an optical 
sensor (video camera), mobile terminal, server, and positioning system 
(GPS). The dashboard can also be accessed via a computer or any other 
device connected to the WLAN network, allowing the barn tour to be 
shared live, for example, through a video conference. Before the hard-
ware compilation, we set a total price limit of 5000 € to keep the costs 
reasonable concerning the applications and user groups. The goal is to 
offer the device as a toolbox consisting of hardware and software, pri-
marily for evaluation purposes in educational institutions focused on 
animal husbandry. The primary use case for our smart glasses is to create 
virtual tours of chicken barns for agricultural education, with a specific 
emphasis on understanding of housing conditions from the animal’s per-
spective. To achieve this, we conducted extensive literature research on 
chicken eye anatomy and behavior. The most important findings we 
considered mandatory to include in the smart glasses are outlined in 
the following sections.

3.1. UV light

Chickens exhibit tetrachromatic vision, possessing four types of cone 
photoreceptor cells in their eyes, unlike humans, who have three [31, 
32,70,11]. Chicken eyes include cones sensitive to long (red), medium 
(green), and short (blue) wavelengths, as well as a fourth cone that is 
sensitive to very short (violet/ near-ultraviolet) wavelengths [31,32,45]. 
The additional violet-sensitive (VS) cones enable chickens to perceive a 
broader and richer spectrum of colors, including wavelengths in the near 
UV range, which are invisible to humans [31,32]. This advanced color 
vision facilitates their navigation and interaction with their environment 
in ways beyond our comprehension [44]. 
Research has shown that UV light influences chickens’ behavior, likely 
due to their unique color vision [37,67,49,40]. According to [68], the 
presence of UV light plays a major role in the welfare of chickens. Our 
project emphasizes the importance of capturing this spectrum, enabling 
us to visualize and analyze objects with heightened sensitivity, similar to 
how chickens perceive their environment. Therefore, we chose a camera 

Fig. 3. Image taken with the 360° camera at Campus Frankenforst, Königswinter, 
and edited with post-processing methods to simulate chicken vision.

filter focusing on the UV-A range (315-400 nm). 
For our UV sensing capabilities, we utilize an XNiteUSB8M camera with 
an 8 MP resolution (3264×2448 @ 15 fps) and a Sony IMX179 sensor 
with a detection limit of around 300 nm. This system is complemented 
by a Llewellyn Optics Silica lens (6mm F/2.8) capable of detecting light 
below 200 nm, along with UV and IR filters (XNite 330C and XNiteBP1, 
respectively). The total light range of this system encompasses 320-380 
nm, targeting the UV-A spectrum. However, challenges associated with 
this sensor include its relatively heavy weight and low frame rate at 
maximum resolution.

3.2. Temperature

Temperature regulation is crucial in maintaining animal welfare, 
particularly in preventing heat stress, often exacerbated by high stock-
ing densities in barns. Heat stress can lead to reduced productivity, 
impaired growth rates, changes in behavior, increased susceptibility to 
disease, and higher mortality rates [2,73,35,9]. Additionally, localized 
temperature drops caused by leaks or inadequate ventilation can nega-
tively impact animal comfort and increase the risk of health problems 
[13]. To effectively identify and address these critical temperature vari-
ations, we selected the FLIR Lepton 3 thermal infrared camera. While 
its spatial resolution of 160×120 pixels is modest compared to other 
models, it provides sufficient detail to detect temperature differences at 
close range, with a high temporal resolution of 50 mK. This reduction 
makes it a cost-effective solution for monitoring barn environments at 
around $350. To facilitate the data transmission to a host device, we in-
tegrated the camera with the GroupGets PureThermal 3 circuit board, 
allowing for seamless image streaming via a USB-C connection. This 
setup not only enables real-time detection of heat accumulations and 
cold spots but also supports the implementation of customized drivers 
for enhanced functionality.

3.3. Field of view

An essential aspect of simulating the animal perspective in our 
project is understanding the field of view (FOV) of chickens. Given that 
birds’ eyes are on the sides of their heads rather than forward facing, 
their visible field is naturally different from that of humans. As prey 
animals, chickens have evolved specialized visual adaptations to help 
them detect and evade predators [74]. One of their primary adaptations 
is the lateral positioning of their eyes, which expands their FOV. This 
positioning allows for expansive visual coverage, estimated to be around 
300°, though exact values may vary based on breed and individual 
anatomy [60]. Birds are known to have a small binocular overlap of 10-
30° [50,51], while their monocular field extends much wider, covering 
120-140° per eye. Even with the latest methods for visual field analysis, 
such as automatic eye tracking [38], accurately determining the bound-
ary between the monocular and blind sectors remains a challenge. Since 
a chicken’s eyes are relatively immobile within their sockets, they rely 
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Fig. 4. 3D model of a chicken barn on research farm Campus Frankenforst, Königswinter. 

on rapid head movements, supported by their long, flexible necks, to 
make significant shifts in view [59]. Previous research has shown that 
chickens move their heads frequently to recognize objects but often fail 
to do so at certain angles and distances [18,19]. This suggests that while 
chickens have a much wider field of view than humans, their ability to 
perceive sharp details and depth (stereoscopic vision) is limited. 
Although the VR glasses used for our device already contain 5 front-
facing RGB cameras, these are only used as a live pass-through video 
for user navigation in the barn, and position tracking, but they are not 
suitable for animal welfare assessments. To simulate chickens’ visual 
characteristics, we implemented a 360° camera system using two fish-
eye lenses mounted on opposite sides of a circuit board. Since the camera 
records a full omnidirectional panorama, post-processing methods have 
to be applied to approximate the actual perception of a chicken (cf. 
Fig. 3). The blind spot of 60° towards the back is therefore removed. 
Across the monocular field of approximately 270°, a blur filter is applied 
to create the impression of reduced visual capabilities. The ultimate goal 
is to improve the understanding of how chickens perceive the environ-
ment by simulating their vision for human eyes. 
The 360° camera is a prototype and not in mass production, so it is 
not as readily available on the market as the other two cameras. The 
expense was around $150. Although consumer-grade 360° cameras are 
becoming more widely available, most lack a UVC (USB Video Class) in-
terface. That interface is essential for our device, limiting our choices. 
The camera produces a single video stream that combines both lenses 
into a widescreen format with a resolution of 1920×1080 pixels.

4. Development of the educational tour platform

In this section, the pipeline for creating a virtual educational tour 
is presented, addressing non-expert users, remotely engaging with cap-
tured material from the smart glasses. Creating a virtual tour requires 
distinguishing between different types of data. According to [64], it is 
essential to differentiate between real-world data and artificial data to 
effectively combine them. In the previous section, the hardware setup 
used for capturing real-world data was outlined, while this section fo-
cuses on artificial data, specifically virtual 3D models that represent real 
objects.

4.1. Data integration

The main objective of this project is to integrate video footage from 
the inside of chicken barns with an artificial 3D model of the building 
into a unified virtual environment, spatially linking these different data 
types. The goal is to allow users to navigate through the 3D model and 
access video recordings at their respective locations within the barn. As 
they play a video, the trajectory of the smart glasses used for record-
ing will be represented by a simplified path within the model, visible 

Fig. 5. Browser dashboard of the smart glasses with download option. 

simultaneously to help users trace the recordings in the virtual environ-
ment. While various software packages can meet these objectives, it is 
crucial to streamline the process from raw data to the final virtual tour 
to ensure that even users without advanced programming knowledge 
can create their virtual tours without extensive training. 
For the development of the software mainly two different resources are 
needed:

1. 3D model: When aiming to create the most realistic 3D model, 
the ideal approach would involve using a professional terrestrial 
laser scanner [42]. This method includes scanning the coops from 
multiple viewpoints and generating a textured mesh through ap-
plicative post-processing software. Although this technique offers a 
high level of detail, it is also complex, requires specialized knowl-
edge, and involves costly equipment. For this reason, we will discuss 
a simpler alternative using standard 3D modeling software, which 
is also effective, albeit with less emphasis on intricate details. For 
the example in this article, we utilized SketchUp [16] and Blender 
[34]. One significant advantage of SketchUp is its extensive library 
of textures and sample models, which can be easily imported. While 
SketchUp generally requires a paid subscription, it offers a free 
browser-based version with limited capabilities. The basic proce-
dure in SketchUp involves drawing or importing ground plans and 
then giving them heights to create 3D models. 
The level of detail in the 3D model can vary greatly depending 
on the user’s objectives and the amount of effort invested. For this 
project, we modeled a building containing multiple chicken coops 
on the University of Bonn’s Campus Frankenforst (see Fig. 4). Man-
ual measurements were taken using a measuring tape and laser 
range finders, achieving accuracy within a few centimeters. The 
primary structures, such as walls, doors, and windows, were mea-
sured meticulously. However, we omitted technical equipment and 
interior details since these details are not critical for orientation and 
can be observed more thoroughly in the video recordings.

2. Video footage: The most crucial element for any virtual barn tour 
is the video footage, capturing the housing conditions. While ex-
ploring the barn with the smart glasses, any important information 
can be captured in the form of photos, videos, and audio. The three 
cameras introduced in Section 3.1 can record videos and images 
in different light frequencies. After a recording session, the session 
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Fig. 6. Recording trajectories and POIs in the 3D model. 

Fig. 7. Interaction with doors in the virtual environment. 

content can be downloaded as a zip archive from the smart glasses. 
Accessing the data can be done via a browser dashboard on a com-
puter connected to the Raspberry Pi’s WLAN network (cf. Fig. 5). 
Recordings that capture ultraviolet and thermal infrared light are 
converted to color channels visible to the human eye, making them 
viewable using standard video players. The folder structure and 
naming convention were chosen to match the requirements of auto-
matic importing in Unity. Additionally, a JSON file is generated to 
log the tracking data from the session. This file acts as the directory 
for the virtual tour, guiding the user through the barn.

4.2. Development of a virtual barn tour in Unity

Unity has long been established as a leading development environ-
ment for 3D games. However, its capabilities extend beyond gaming, as 
it has become an increasingly popular tool for developing serious educa-
tional applications in the scientific community. Unity supports various 
platforms and input formats and has a vast library of pre-written scripts 
to facilitate object movement and interactivity within virtual environ-
ments. 
The development of a virtual chicken coop tour in Unity requires the 
following steps:

1. Create a New Unity 3D Scene: Start by creating a new scene in 
Unity and import the 3D model of the chicken barns, which will 
serve as the foundation for integrating additional content.

2. Import Our Toolbox: Incorporate our toolbox [4], which includes 
scripts and materials for animating a virtual chicken, viewing tra-
jectories, managing camera movements, and displaying videos and 
images.

Fig. 8. When approaching a point of interest, a small menu appears, offering 
the user the option to play the content by pressing a button.

3. Import Tracking Data and Recordings: The smart glasses track 
their position with a frequency of 1 Hz as they move through the 
barn. During the recording session, all positions and orientations 
are logged into a JSON file using a local coordinate system. Addi-
tional points of interest (such as spots where photos were taken or 
a video recording began) get a reference to the respective media 
file in addition to the positional information. To import the data of 
one recording session into Unity, we developed a tool called Data 
Path Factory. By simply dragging and dropping the JSON file into 
the tool and pressing the ‘Create Data Path’ button, the script reads 
the JSON data and generates Unity Game Objects, which include 
all crucial information like positions and linked media files. Gen-
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Fig. 9. When viewing recordings from the smart glasses, a media player appears in fullscreen mode, with the position in the 3D environment still visible in a small 
window in the top right corner.

Fig. 10. Thermal infrared video display alongside a smaller window for orientation. 

Fig. 11. UV image of a chicken inside the barn with artificial UV light. 

erally, individual POIs contain a single image, while trajectories 
can include videos. The video length and the distance covered be-
tween tracking timestamps determine the movement speed during 
playback. However, even when users stand still while recording, 
the tracked position may vary slightly due to small movements 
and tracking inaccuracies. To address this, we implemented a fil-
ter that merges consecutive points within 10 cm of each other to 
single points. This approach helps prevent sudden and unexpected 
movements of the model, ensuring minimal simulated movement 

Fig. 12. UV image of a chicken flock outside under sunlight. 

when recording from a fixed viewpoint. Additionally, we introduce 
Beziér curves between time stamps to smooth the movement, since 
the measuring frequency of 1 Hz would otherwise result in discon-
tinuous movement with abrupt turns every second.

4. Registration of the trajectories: To fit the recorded trajectories 
into the 3D model, manual adjustments can be made if needed. 
Each SubPath element represents a trajectory corresponding to a 
video recording. The paths are color-coded depending on the cam-
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Fig. 13. Thermal image of a chicken flock inside the barn, showing the head 
and feet as the warmest exposed parts of the body (bright yellow).

era used: green for RGB, violet for UV, and red for thermal images, 
making the content easily distinguishable. Since the relative spa-
tial relationship of all SubPaths remains consistent regardless of the 
global coordinate system, all SubPaths can be collectively moved, 
rotated, and scaled by applying transformations to the DataPath-
Factory parent object.

5. Export the application: Select an appropriate format and platform 
for the final virtual tour, and export the application accordingly. We 
recommend using WebGL for browser-based applications when ad-
dressing a large remote audience. Although it is possible to render 
3D models and high-resolution videos in a web browser on mod-
ern computers, this approach might not deliver the highest possible 
quality. For optimal performance and visual fidelity, we suggest ex-
porting the application as a local executable file, which can also 
be distributed remotely via file-sharing platforms. Additionally, it 
is possible to export the application for mobile operating systems, 
such as Android, but in this case, the control bindings need to be 
adapted for touch screen interactions.

Comprehensive step-by-step instructions for setting up the virtual tour 
in Unity are provided in our technical manual [4]. To highlight the most 
important features, the following section will demonstrate the setup of 
a virtual tour using recordings from the agricultural research farm Cam-
pus Frankenforst at the University of Bonn.

4.3. Results – virtual tour of Campus Frankenforst

In this section, we showcase the primary functionality of the vir-
tual tour platform using data collected from chicken barns at Campus 
Frankenforst, the agricultural research farm of the University of Bonn. 
Once the data from the smart glasses is imported and integrated into 
the 3D environment, POIs that have been captured are automatically 
marked as circles, with colored Bézier curves on the ground connecting 
these points. In the example shown in Fig. 6, violet curves predominate, 
indicating that recordings with the UV camera were used along these 
paths.

A key consideration in designing the tour is the transition between 
indoor and outdoor environments. Since video recordings may involve 
transitions through doorways (cf. Fig. 7a), users might encounter closed 
doors within the virtual tour. To address this, we included interac-
tive doors in the 3D model that automatically open when the user 
approaches. As illustrated in Fig. 7b, this feature allows the user to 
seamlessly continue its path from the inside of the barn to the outside 
environment.

When launching the application, the user appears in the virtual en-
vironment as a chicken, with movement similar to that in a third-person 
role-playing game. The default view places the camera behind the char-
acter, but it can easily be adjusted to a first-person perspective or other 
angles. The chicken avatar can be controlled using the W, A, S, and 
D keys for movement, the Space bar for jumping, and the Shift key for 
running. Users can interact with objects, such as opening doors, by press-
ing the E key. Initially, users can freely explore the 3D model to gain an 
overview of the space. During this exploration, they will encounter POIs 
and trajectories marked on the ground (cf. Fig. 8). When near a POI, a 
popup label will provide information about its content, and an icon pre-
view may be displayed if it has been preselected. This preview can be 
a real photo taken by the smart glasses at the POI or a simplified icon 
representing the content type.

Users can switch from free exploration to media viewing mode by ap-
proaching POIs and pressing the ‘e’ key. This mode displays a minimap 
of the 3D model, facilitating navigation (cf. Fig. 9).

While the small window showing the position within the 3D model is 
less crucial for viewing standard RGB media, it is indispensable for ther-
mal infrared and UV recordings. Orientation and object recognition are 
significantly more challenging based solely on these videos. As shown 
in Fig. 10, thermal images lack patterns, borders, or color differences 
if there are no temperature variations, making them unsuitable for ori-
entation. In contrast, the RGB image in Fig. 9 provides a clear analogy 
between the recording and the model, facilitating user navigation.

5. Discussion

The methodology we propose for understanding poultry housing 
conditions from the animal’s perspective integrates custom smart glasses 
with a development pipeline for creating virtual educational tours. Con-
trary to most current augmented reality approaches, our focus extends 
beyond the live augmentation of additional information within the real 
environment. We also emphasize capturing data for later use in knowl-
edge transfer at home in a virtual tour. 
The duality of our developed technology and workflow (on-site visit 
and remote learning) leads to major benefits for animal welfare. Since 
a virtual tour made of captured data from an on-site visit can display 
many aspects of farming practices, we propose that a substantial share 
of group visits could be replaced by virtual visits, similar to other voca-
tional fields such as medicine [52]. According to the [23], the system 
introduced here is capable to mitigate stress (e.g. handling stress or any 
other stress associated with the interaction with humans) and, therefore, 
to decrease the risk of negative affective states and increase the proba-
bility of positive animal welfare. Applying our smart glasses in the barn 
does not harm animals since all sensors are contactless, enabling an -as 
far as possible- undisturbed insight into poultry housing and welfare. 
The impact on the animals can be expected as comparable to any other 
human visit, while the positive effects on animal welfare predominate. 
The UV camera allows us to assess the adequacy of UV lighting inside 
the barn. If the camera detects insufficient or no UV light, the user must 
manually introduce an appropriate light source (cf. Fig. 11). Our results 
demonstrate that our system reliably delivers insights into the lighting 
situation, which is an important achievement with respect to our re-
search goals. A comparison with a handheld UV light sensor, which is 
commonly used for welfare assessments in barns, confirmed that the 
camera’s sensitivity meets the requirements for analyzing housing con-
ditions.

Fig. 12 shows that the UV camera can capture high-quality images 
in outdoor areas, leveraging the UV component of sunlight.

The thermal infrared camera effectively detects animals by their 
body heat, making it possible to distinguish them from their surround-
ings, even in low-light conditions. This capability allows the camera to 
function independently of lighting, enabling recording at night or in 
barns without artificial illumination, thereby reducing stress caused by 
light exposure. As shown in Fig. 13, the warmest areas of the chickens 



Smart Agricultural Technology 10 (2025) 100786

9

D. Baltzer, S. Douglas, J.-H. Haunert et al. 

Fig. 14. Hatch within a wall in the barn in RGB and Thermal Infrared. 

are typically their heads and feet. According to the camera’s technical 
specifications, it can reliably detect animals with abnormal body tem-
peratures by comparing them to baseline values.

Fig. 14 shows a hatch on a barn wall captured by the RGB camera 
(left) and the thermal infrared camera (right). Because the hatch is thin-
ner compared to the solid brick wall, it heats up more quickly during 
summer. Therefore, a noticeable temperature difference is visible in the 
thermal image, with the colder areas appearing as dark purple. In win-
ter, the hatch may be a source of heat loss, causing the area to be colder 
than the surrounding wall. This comparison demonstrates the capability 
of the thermal infrared camera to detect temperature leaks in the barn, 
which is one of the primary functionalities of the smart glasses.

The main advantage of our approach compared to the use of single 
sensors is the automatic linking of qualitative content with spatial infor-
mation in form of POIs and tracking paths. The datasets can be used in 
education or in spatial decision support systems in industrial PLF [55]. 
One of the current limitations of our device is that it can only record 
one camera stream at a time. While this is manageable for static en-
vironments by capturing sequentially with different cameras, dynamic 
scenes involving moving animals cannot be recorded identically. Also, 
the resolution of the cameras is limited. However, depending on the 
budget, they can be replaced by other models with higher resolution if 
needed. 
Considering the use of our device in an educational context, a promis-
ing concept would be to provide a virtual tour of a typical chicken barn 
as a supplementary teaching tool in a lecture series. In this scenario, 
the teacher or lecturer would use the smart glasses in the barn, while 
students remotely engage with the captured data afterwards. The vir-
tual tour is not intended to replace traditional lectures and textbooks 
but can be used to enhance practical knowledge and deliver immersive 
learning experiences. Besides the virtual tour, also a live stream from 
the glasses in the barn to students at home can be realized. 
Our example of an educational virtual tour based on tracking data and 
recordings of the smart glasses is a promising proof of concept for apply-
ing game engines in agricultural education. A follow-up study is planned 
to evaluate the effectiveness of this method for knowledge transfer 
within a lecture series.

6. Conclusion

Main goal of this article is to introduce a new method to enhance 
the understanding of housing conditions in chicken barns and improve 
knowledge transfer. The smart glasses, designed to capture content in 
RGB, thermal IR, and UV light, in combination with the pipeline for 
developing virtual educational tours, serve as a comprehensive toolbox 
for educational institutes. While individual components, e.g., thermal 
cameras for detecting temperature leaks, are not new, the main advan-
tage of our system is the integration of multiple functionalities into a 

single device with accurate indoor position tracking. The resulting vir-
tual tours not only present aspects of animal welfare in isolation but 
also allow the user to explore the environment, understand spatial re-
lations, and gain a broader contextual view of the content. With our 
proposed research goals in retrospect, we were able to design the hard-
and software for detecting critical temperature spots and the presence 
of UV light in the barn, as well as a method for providing educational 
tours for remote learning. Since typically only one person has to visit the 
barn in person using relatively small portable hardware, the impact on 
the animals during the investigation is kept at a minimum. The proposed 
technology is therefore highly promising to increase animal welfare and 
improve agricultural knowledge transfer, while remaining feasible from 
an ethical point of view.

7. Outlook

The video material captured by our smart glasses could also be uti-
lized for more in-depth analysis of chickens’ physical activity, such as 
by employing a neural network trained to recognize different behav-
iors [53]. Additionally, integrating artificial intelligence to assess in-
dividual chickens’ health and welfare, following the approach of Tong 
et al. [72], would be a valuable extension. Potential environmental sen-
sors for further monitoring could measure humidity, solar radiation, 
and airspeed. Physiological and behavioral metrics from the animals, 
like body weight, heart and respiration rates, food, water intake, and 
activity levels, could be tracked [27]. Since these metrics typically re-
quire different sensors than cameras, integrating them into our current 
system would necessitate additional interfaces. However, incorporating 
more diverse data sources could provide a more comprehensive under-
standing of the barn’s housing conditions. A further enhancement could 
include enabling the device to record multiple camera and sensor inputs 
simultaneously. 
It is essential to evaluate user acceptance to facilitate the broader ap-
plication of our smart glasses in commercial livestock production [62]. 
Conducting a study that tests the device in various real-world environ-
ments would be an appropriate step toward achieving this.
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